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Writing in English: 
A challenge for non-native speakers
• Natural language processing 

techniques have been widely 
accepted
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Advancements in deep learning and their 
impact on English writing assistance
• Large language models 

(LLMs) can help!

• LLMs can be used as an 
automatic evaluator
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Two research questions for GEC evaluation

Are the existing datasets adequate in the era of deep 
learning?  

→Revisiting meta-evaluation (evaluation of evaluations) for 
grammatical error correction

Can LLMs be used to evaluate grammatical error 
correction?

→Application of LLMs for evaluation of grammatical error 
correction (LLM-as-a-judge)
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Revisiting Meta-evaluation for 
Grammatical Error Correction 
(Transactions of the Association for 
Computational Linguistics 2024)

Joint work with Masamune Kobayashi and Masato Mita

5



Automatic evaluation of GEC: 
edit-based and sentence-based metrics
• Two types of grammatical error correction (GEC) evaluation 

metrics based on (human) evaluation granularity
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Meta-evaluation (evaluation of evaluations) 
of GEC using human judgment
• Grundkiewicz+ (2015) dataset (GJG15) is the most well-

known dataset for meta-evaluation of GEC
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Major issues in previous evaluation 
methods and their meta-evaluation
1. Discrepancy in evaluation granularity: Human evaluators 

consider a broader context, whereas automatic metrics 
typically rely on minimal context

2. Human judgment on classical systems: GJG15 conducts 
human evaluations on traditional systems predating the 
emergence of deep learning models

3. Impact of outlier systems in meta-evaluation: The presence 
of outlier systems can influence overall conclusion, 
particularly when using a single configuration 8



Main contributions of this work

1. Construction of the SEEDA dataset
• Annotations were conducted at both the edit level and the sentence 

level

• Various types of neural systems were annotated

2. Comprehensive meta-evaluation
• Conducted across a wide range of settings

• Examines the potential impact of outliers and system variations
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High-performance modern GEC systems 
were chosen as annotation targets
• Neural systems generate more edits and better corrections 

compared to classical systems included in the GJG15 dataset
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Two types of evaluation granularity
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Edit-based
evaluation

Sentence-based
evaluation



Our dataset has higher inter- and intra-
annotator agreement than GJG15

Unexpanded Expanded

1 1,777 10,893

2 1,770 11,663

3 1,800 10,988

Total 5,347 33,544
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Statistics of our dataset (sentences)

Expanded = unroll system outputs
by aggregating pairwise evaluation



GPT and T5 can produce corrections 
equivalent to or better than humans
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Meta-evaluation experiment

Target metrics

• Edit-based: M2, SentM2, PT-M2, ERRANT, SentERRANT, PT-
ERRANT, GoToScorer

• Sentence-based: GLEU, Scribendi Score, SOME, IMPARA

Meta-evaluation method

• System-level: correlation with human rankings

• Sentence-level: consistency with pairwise judgment
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Aligning the evaluation granularity between 
human and system improves correlation
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Previous metrics fail to assess high-quality 
corrections produced by neural systems
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Outlier output greatly affects the meta-
evaluation results

Unedited texts 
(+INPUT) increase 
correlation 

fluent corrections 
(+REF-F, GPT-3.5) 
decrease 
correlation, esp. at 
the system-level 
meta-evaluation
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Many previous metrics fail to distinguish 
the performance of neural systems

18Solid lines: 4 systems, dashed lines: 8 systems, red: pearson, blue: spearman



Takeaway messages 

1. Edit-based models seem to be underestimated, and 
aligning evaluation granularity between human judgment 
and system output improves correlation

2. Traditional GEC evaluation metrics are not good at 
evaluating modern neural systems

3. Meta-evaluation should be performed thoroughly with 
various kinds of settings
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Large Language Models Are State-of-the-Art 
Evaluator for Grammatical Error Correction
(Workshop on Innovative Use o NLP for 
Building Educational Applications 2024)
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Joint work with Masamune Kobayashi and Masato Mita



Background

• LLMs outperform existing evaluation metrics in some tasks, 
such as summarization and translation

• In GEC, extensive analysis is lacking, and it is unclear how 
well it performs compared to existing metrics
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Main findings of this work

• GPT-4 has SOTA performance compared to existing metrics

• Considering evaluation criteria in prompts leads to 
performance improvement (especially sentence fluency)

• As the scale of the LLMs decreased, the correlation with 
human evaluation decreased, and the ability to capture the 
fluency of corrected sentences decreased as well
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Methods: LLM-as-a-judge for GEC

• LLMs evaluate the correction using prompts for each 
granularity focusing on evaluation criteria for GEC
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Experimental setup

GEC metrics:

• Edit-based: M2, ERRANT, GoToScorer, PT-M2

• Sentence-based: GLEU, Scribendi Score, SOME, IMPARA

LLMs:

• LLaMa 2 (13B), GPT-3.5, GPT-4

Dataset: SEEDA [Kobayashi+, '24]

• Human scores are assigned at each granularity to 15 sets of 
sentences

• “Base” meta-evaluation: 12 outputs excluding outliers

• “+ Fluent corr.” meta-evaluation : “Base” + Two fluent 
corrections 24



Results: system-level analysis

• GPT-4 achieves the 
highest correlations, and 
criteria-focused prompts 
are effective.

• The correlation decreased 
as the LLM scale was 
reduced (especially in “+ 
Fluent corr.”)

• Most of the correlations 
for GPT-4 exceed 0.9.
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Results: sentence-level analysis

• GPT-4 performance 
differs from that of 
the system-level meta-
evaluation

• “GPT-4-S + Fluency”
surpassed existing
metrics and achieved
SOTA performance.
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System-level window analysis of higher-
ranking systems: GPT-4-S works best
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System-level window: conventional metrics 
are not robust for neural GEC models
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Two research questions for GEC evaluation

Are the existing datasets adequate in the era of deep 
learning?  

→Revisiting meta-evaluation (evaluation of evaluations) for 
grammatical error correction

Can LLMs be used to evaluate grammatical error 
correction?

→Application of LLMs for evaluation of grammatical error 
correction (LLM-as-a-judge)
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